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SYMBOLS AND ABBREVIATIONS
!

Symbols

Lag operator LX= X,
First-difference operator AX, = (1-L)X, = X, - X,

Abbreviations

e
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Augmented Dickey-Fuller >

Akaike Information Criterion -

Autoregressive-Distributed Lag .
AR, Autoregressioﬁ
“Cidp) Cointegrated of Order d.b
CPl Consumer Price Index
" CRDW Cointegrating Regression DW statistic
'DF Dickey Fuller '

R
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Data Generating Process

DNE Direcao Nacional de Estatistica (Statistics National Directorate)
Diracao Nacional do Plano (National Planning Directorate)

Durbin-Watson statistic

Error Correction Model/Mechanism

Economist Intelligence Unit
ERP Economic Rehabilitation Program
FIML Full Information Maximum Likelihood
GDP Gross Domestic Product :
GNC Granger Non-Causality
GNP Gross National Product
I{d) Integrated of Order d
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[ID Independently and Identically Distributed
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IN(p,6% Independently and Normally Distributed with mean p and variance &°
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- INE Instituto Nacional de Estatistica (Statistic National Institute)
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ABSTRACT

This dissertation investigates the dynamics of inflation in Mozambique using secundary

data for the period 1990-1996. The choice of the period is based purely on the availability of .
data which have 10 be on monthly basis to provide a relatively sufficient degree of freedom.
Relevant statistics were collected from Central Bank and Statistic Institute of Mozambique's
publications, and International Monetary Fund's International Financial Statistics Database.

Inthis stidy, we tried to answer the question of whether exchange rate movements, real
income and money growth, world inflation and domestic interest rate cause domestic inflation
in Mr):(m.r/uqne To put the answer in the ugh[ perspective we first reviewed the relevant
rhltiorenca! and empirical literature on the issue, and later we derived a theoretical madel of
H';ﬂ&tron determination and estimated a dynamic [ rror Correction Model. This takes the form
of an Aulor cegressive Distributed Lag-Lrror Correction Mechanism and represents an equation
rhat spec:ﬁc\ the relationship of the long-run behaviour of Mozambican prices to its short-run

vql ues.”.

.
o

The mejor conclusion from !hc theoretical and cmpirical review is that inflation in
.-\vfo‘:amhio_:i:'.‘ W Reeirconsisicinls high at an average aninnal rate of 31,2 percent for the period
1990-95 cned iheir sleneod dowin'io belce 20 perceni i 1996, The faciors winch have comributed
to the 1990-95 inflation can he described as excessive demand pressure fuelled by monetary
growth attendant upon fiscal deficit ﬁncmcing' and  the correction of prices which include
exchange rate adjustment together with the freeing of many products prices and adjustment of
Sfixed prices.

Our major empirical findings following the estimation of our inflation equation are ays
Jollows: while the explicit link between inflation and the rate of growth of money supply
exceeding money demand professed by the monetarist theory of inflation is not refuted by this
study, we found that factors other than monetary factors have played an important role in
determining the curse of inflation in the short-run in Mozambique. These include exchange rate
devaluations, real GDP growth and imported inflation. A particularly interesting feature of our
dynamic error-correction model is the strong impact and speed of adjustment process
equilibrinnm value,

As for policy implications, a major conclusion is that it would be seriously misleading
10 rely only on monetary policy as a way of containing the Mozambique inflationary process. The
results have demonstrated the important role that foreign factors play in causing domestic
inflation, such that a faiture to consider these factors, in desigming of any poficy may frustrafe

.

the attainment of the policy objectives.
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1.2 Macroeconomic Performance ’ :

Mozambique’s performance must be assessed against a background of immense challenges when,

A R

in January 1987, the Government announced the adoption of the three-year Economic

Rehabilitation Programme (ERP). By that time, the advantages it inherited at independence in

i e

)

in Mozambique’s GDP and extrem;e

. sx;,-’fl.‘”
A : ST ) )
ds its 1980 level, exports were reducg*gitﬁ‘less than a third of their value and equalled

e

q.‘sﬁi’.’c‘lécade resulted from policy-induced distortions. Therefore, by adopting relevant policy?

‘. - .'. ' . . . k] * - .
measures and removing the serious cost/price distortions, the economy couid operate on its

PRI
H

roduction frontier, '

f

potential p

In the/initial period of the government’s rehabilitation program, priority was given to reversing

the decline in output by restoring producer financial incentives, reducing price and exchange

- N . . . . * - O
distortions, administrative controls and reducing domestic and external imbalances. Improved
financial incentives were achieved mainly through exchange rate adjustments and major changes

+

in prigihg and distnibution poli‘cy. These policies characterize the traditional model of stabilization

andl‘suﬁctural adjustment program (SAP), with specific elements of an economy in transition from

central économy planning to the market economy (Wuyts, 1989).




while public investment has been largely financed by donor grants. As a result, the overall budget
deficit (after grants) declined from 13.5 percent of GDP in 1987 to 5.2 percent in 1993,

*

Monetary policy has aimed at reducing inflation by absorbing excess iiquidity and improizing the

efficiency of credit utilization. Monetary expansion has been restrained by rcilu(:ing, domestic bank

hnancmrr of the budget deficit from 16.5 percent of GDP in 1986 to ] 4 pc.rccnt of(:DP in 1993,

compi*is'ed a basket of 1060 riems whose weights were derived from an August 1984 expenditure

survey of randomly selected households.

-

[n 1995 the National Statistic Institute (INE) started the compllatlon and diffusion of an

alternative index with an updated and improved basket of goods that is cons:dei ed to better

represent the reality of the evolution of purchasing power for the average Mozambique consumer.

This has a December 1994 base and become official in January 1997.

Tlus seetion 1s based heavily on the report presented by National Statistic [nstitute (INE} at Rq,ional Seminar
" under SADC in 1998 in Gaborone-Botswana. .




14 Statement of the Inflation Problem in Mozambique

+

One of the major issues in Mozambique’s policy arena today is how to bring inflation under

effective control. It has shown an upward trend ever since [ndependence, but it was not until the

late 1987 that inflation became a serious pfoblem, after the govemmeot, prompted by the serious

[ et

detenoratlon of the economy, launched a comprehenswe Economic Rehabilitation Program (ERP)
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u Durmg the same period; inflation leapt from 12.2 percent in January 1987 to 163.8 percent in

,—‘D_e'&:ember 1987. . .

The Table 1.2 below shows the development of prices for the period 1988-95. While the annual 1

rate.of inflation decelerated from 163.8 percent in 1987 to 35.2 percent at end of 1991, reflecting

Mt o Y P LS, S 8 T gy e T £ e P

adjustment in the official exchange rate and administrated prices as well as tighter. monetary and

ﬁso}zl policies, the drought had a significant impact on inflation in 1992, which peak.ed at 54.5

percent by year end. This was followed by a brief period of respite during 1993. In this year, the

‘-"‘ ‘.1

mﬂatlon rate slowed down to 43.6 percent, exceedmg nonetheless the 30 percent target. The .

e
.v' o
e

overly-ambitious 1994 target, also 30 percent, was surpassed with annualized inflation reaching

70.8 percent in December.

[




devaluation of Metical and reduction of money growth have a role to play in Mozambique recent

P

inflationary process.

Figure 1.1: Trend in Inflation, Money and GDP growth, and exchange rate (1995/6)
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There is a general consensus that the inflation in Mozambique may be largely attributed to

]

excessive demand pressure fuelled by monetary growth attendant upon fiscal deficit financing and
. ! Tt -

_‘..:‘ oy "wwmr'

correction of prices. These include exchange rate adjustment together with the freeing of many

product prices and adjustment of fixed prices. In fact, the gap of past prices and the diversion of

relative prices of goods made necessary the correction, so that these prices could be charged at

“their real level and structural cost.




c) To assess the role of real income and interest rate in driving inflation in Mozambique;

&

d) To make exchange rate and monetary policy recommendations based on the empirical

investigation, o : '

1.6 Significance of the Study

‘«Thé heme of this study is relevant for a number of reasons: Firstly, controlling domestic inflation

XY

RO .‘»h

b ‘
Tiains. one of the prime objectives of.the gox‘remment therefore, identifying variables affecting

wv.u,, Y

""I

nﬂatlonary process may help policy makers to prdlCt and influence the behaviour of inflation;

R N f

h~‘:)u¢:n*try thlrdly, is one of the first attempts to applyicointegration in the context of country such
ount

petpsi s

vas Mozamblque finally, this study will serve also as a springboard for further research in this area.
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: of money in macroeconomic analysis. Thus, money demand theory forms a critical element in the f
7 ' ;
I By ' ) . } 1
; monetarist approach to economic behaviour. 7
*- A -”'\
rs ‘ 3 ’)E
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i 4 v ' ‘
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11 In the monetary growth equation, real money demand grows as a consequence of increases in real "
. . . | | i
income at a given rate of interest (or other opportunity-cost proxy). When the money supply rises 4
. - - {‘_.
;  more than the money demand, the expendlture on goods and services rises with a consequent ;
e (33 : #h
5 T !
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o5
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htlhe general price level inevitably results as deplcted by.the equation of exchange N

é( 4% Where (M/P__)" stands for demand for real money balances, Y is real income (f,>0), and r is
& interest rate (f,<0). )
3 x ' o i

o gff'» If the money market 1s to be in equilibrium, then we must have the real stock of money (M*/P} ‘ .
i X

. equal to the demand for real money balances, formally: i

3

‘*"!- (M"/P) = (M/PY? = F(Y. 1) ot 2.2) ]s;;
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We can also express equation (2.2) in log form as *

RN s

Py
Y.

M - 6P = IN(M/PY e . (2.3)
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3. The neutrality of money. If money is not neutral, so that real income rises in response
to nominal monetary expansion, then the growth in the money supply itself generates a

demand for additional money balances in order to finance a higher real value of

r

transactions.
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2.1.2 The Structuralist Theory of Inflation
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LA stmcturahst,approach t0 macroeconomic questlons»has a certam ldentlﬁable characteristics: To
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There are thus major methodological differences between structuralist and neo-classical models.

While the latter build on principles of optimization and the analysis of market behaviour, the
slructurali._ét models incorporate a wider range of behavioural assumptions. According to
structuralist, the problem of inflation stems from structural characteristics and bottlenecks that

L4

exist in developing economies as the causes of changes in relative prices. Such characteristics and

bottlenecks include the relative inelasticity of food supply in, the nature of the tax system and

budgetary process, foreign exchange constraints, the nature of the labour market, the role of

controlled market and administrative prices, etc. (Shamsul and Kamath, 1986).

In fact, crucial structural constraints of Mozambique's economy may have contributed

Ce . . . ] IR ; . L
significantly to high rates of inflation namely: “structural rigidities, the low price-elasticity of

demand at lower levels of income, which prevents further reduction in consumption, and the

14




where P is the domestic price level, e is the nominal exchange rate and P’ represents the world

+ .

price level.

i

hpq transformation of 2.5 yields:
ig'n‘ )

or

2 13’1 t];%carpomting Chhibber Mark-up Model of Inflation

The Chhibber model is derived using a combination of a monetarist and a mark-up. model
(Chhibber et al, 1989). This extends the basic pass-through model developed in previous section
by including additional variables as regressors. They argue that inflation originates from three

Major sources:

1. Direct Cost-Push factors: this include the direct impact of increases in the domestic

price of import prices on the overall price level due to discrete currency devaluation;

r

2. Demand-Pul forces when there is excess demand created by excessive credit expansion

in the economy, and ¢




Chhibber et al (1989) assume that the cost of imported materials will equal to i:hanges on foreign

prices plus changes in exchange such that;

The reasoning here is that any devaluation engenders a series of developments that often fuel the -

b

at:onaryﬁprocess For example, the devaluation of exchange rate makes the imported materials

;ﬂ.«-qp

. rdmg increase in productivity, again, productlon costs and, therefore, market prlces are

Bl

oL e ! . L P .
For commodities under price control (P;), they distinguish high and low-income inflation which -

is due infirely to the effect of price intervention on some sectors such as foodstuffs and public

services. Thus.

where ¢ ¢ represent the difference between food inflation for low-income vérsus high income and

¢, the difference between service inflation for low-income versus high income.
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The results from the theoretical model suggests that the Metical/Rand exchange rate has a
significant short-run effect on inflation. Money supply, represented by M2, has no
contemporaneous effects on inflation. Expected inflation was found to be insignificant. The

variable rainfall was found to be significant, but the income proxied by monthly agricultural index

was found to be weakly significant. The results from the inflation equation suggest the dynamic

A
gRil :’{f' ?s:»J’ :"1
tiexchange rates, and money.

natq,r;c{&of:the inflation transmission mechanism, and the presence of the feedback effects among -
g o . . . F[-."‘“‘ . . . . - -

iy

Man gthét. studies of inflation in developing 'v’v:orld have generated a great deal of empirical

attention: It is our task to document the findings of those related to the present study. In this

respeét, the work of Atta et al (1996} is illuminating. These authors developed the Botswana’s

price and. inflation relationships and their interaction, using Cointegration analysis to develop a.

dynamic Error-Correction Model that establishes the link between long run equilibrium prices and

short run inflation. Empirical estimates from their study*indicate that there is a strong long-run

inﬂuence"of South African prices and of the rand/pula exchange rate on Botswana prices. |

Chhibber et al (1989) developed a highly§ disaggregated econometric model which takes into

account ‘both monetary and ‘structural factors in the causes of inflation in Zimbabwe. Their
investigation shows that monetary growth, foreign prices growth, exchange and interest rates
movements, unit labour costs and real.income growth are the determinants of inflation in this

country.
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foreign’ inflation, the results provide evidence for influence of foreign inflation on domestic

inflation in four of the six countries (Egypt, Ni'g‘e'ria; Morocco dnd Shdan): .

A related methodology was adopted by Canettt and Greene (1991) to evaluate the relative
strength of exchange rate and monetary expansion in propagating inflation in ten African
countries. They show that exchange rate changes and monetary expansion predict the rate of

inflation with feedback effects.

’.l';:‘.q:.

feoustea,

Eg;ikaikhide et al (1994), investigate the influence of domestic mdney supply and exchange rate’

A faﬁb\'fe'm'ents in the inflationary process in Nigeria. Evidence from - trend analysis indicates that

money supply has a strong impact on price inflation.. But quantitative estimates from regression

equations show that a combination of monetary factors and structural influences determines price

movements in Nigeria,

Sowa and Kwakye {1993) specified a simple inflation model for Ghana using both monetary and

real factors and expéctatién. Unlike Chhibber and Shafik (1950), the empiricalv results of their

study shows’ that supply constraints is stronger force behind Ghana’s inﬂation‘a;'y ';.J'u'sh | tha-nv

monetary pressures. The exchange rate movements appears to have a significant effect on

inflation, contrz.ir)} to Chhibber and Shafik (1990).
i

2.3 Overview of the Theoretical and Empirical Literature

This chapter has been concerned with the survey of both théoretical and empirica]- literature which

will form the basis for the model development in the next chapter. From the theoretical exposition,
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All this suggest that it is not prudent to take the extreme positions taken by structuralist and

monetarists but to develop a mode] that combines some of these elements of both schools of

thought. Since these factor have also encompassed Mozambique’s economy, they will guide us

i

on our empirtcal investigation.
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by the demand for money relation and the supply side is made up of the foreign sector. This
approach has been used in numerous studies on inflation in developing countries under the name

of the Chhibber mark-up model (see Atta ef af, 1996), for both traded and non-traded goods. The

prices of non-traded goods respond to disequilibrum in the money market and the price of traded

goods are governed by the movements in the exchange rate and the foreign prices.

_aa,deprecratlon In fact; for an open economy Iiké Mozambique, the external sector is the single most

.

In the theoretical representation of the inflation equation, thé model that will be adopted will be

suru!ar to that used by Atta ef al (1996), with some modifications. The modifications to be made
will be consistent with the non inclusion of Zimbabwe price and'the exchange rate related to this

country.

The model used by Atta et al (1 996) isa modlﬁed version of Chhlbber s mark- -up model Wthh
extends the basic pass-through model by including addmonal vanables as reoressors In thlS model

the domestic prices level (P,) is determined by both the prices of traded goods (P, ) and non-

traded goods (P).

B R 4p,




This can be written as
ED= InM®- InP - In (M/P)" ...

A theoretical representation of demand for money balances can be written in standard manner as

follows:

A Substltutmg into (3.6) we get:

r.}{?ﬁ

| Substltutmﬂ 3.8and 3.2 into 3.1 gives the modlﬂed version of Chhlbber S mark -up mode] wh:ch

is assumed to be a linear fiinction of a set of variables and nmpllutly specified in thefollowing

3115' i

.form
= f(Y, P, NER, M, )

Equation (3.9) specify that domestic prices (’Pd) proxied by Mozambique consumer price index
(CPl,y) are dependent on foreign prices (P, money supply (M) real output (YY), interest rate (r),
lhe nominal exchange rate (NER) def'med as the domestlc price of foreign currency and it is
interpreted as a-vector of three countries, namely: South Africa (NER,;1;z), Portugal (NER .,
and United State (NER, ;). Similarly, the foreign price (P") shbu!d be interpreted ZflS a vecfor of

three elements: the RSA consumer price index {CPlsa), the Portugal Consumer price index

(CPIpo) and US consumer price index (CPIUR)
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_ Where (L) is the lag operator, T}, (=0, ..., k) are the vectors of coefficients to be estimated, and
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S o ; Iigffrate of interest, the nominal exchange rates and

i quaton (3.11) express the price level as a.ﬁfﬂgtion ofits lagged value, current and lagged values
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with Mozambique

3
'

“prices as the dependent variable will be problematic, since most test statistics will have a non-

sfé.ndard distribution (see Engle and Granger, 1987). A fegression in first differences comprising

the dependent variable (Acpi,,) will not suffer from this problem.

However, as is pointed by Fielding (1994), if there is a long-run relationship, then a regression
in first diffe'rence will embody an invalid restriction, namely that long-run coefficients are zero.
. To incorporate the long-run'info'rlmatidn assuming that the vari'ables are I(1) and at the same time
make sure our data is statiénary, we siggest to reparametize the levels fegression in the form of

an error correction model (ECM), error correction in the sense that inflation adjust to its long-run

level by some proportion of the gap between the actual inflation and its long-run values.
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3.2 The Expected Signs of the Coefficients of the Explanatory Variables

The signs of the estimated coefficients are determined in accordance with theoretical expectations.
Exchange rate movements affect the general price level. For instance, if we define the nominal |
exchange rate as units of local currency per one-of fo_reign currency (the case of Mozambique),

exchange rate depreciation makes-price of imported goods more expensive in terms of domestic

is very low, the probability of i lmp ".rlted inflation is very high under a contmuous

AR
L
:rhe..g

™ . l SN
of money ‘and into goods and other financial assets. The resultmg manifestation of excess demand
‘,. R 1 I‘l,{b

forelgn pnces are expected to be positively retated to domestic inflation. S1m11arly, the growth rate

of-.r_eelli_», ;n_come is expected to be inversely related to domestic inflation since output shortages (as

demand grows)are likely to lead to inflationary pressures.

T




integrated at a different order, the resulting series will be integrated-at an order not greater than

the order of integration of any.of the explanatory variables (Hall and Hendry, 1988). Therefore, -

= 3 i . 5
TERRS o A

' : . I
a major orientation that this study attempts to-introduce in the dynamic-specification of the

“‘..&

inflation function is to be found in the analysis and modelling of the econometric time series. °

i

The application of new techniques in time series analysis allows us to investigate the nature of

o ‘g,,tf ”1‘:’sﬁ

3 Hy{‘wthcsu to be Tested

u'h,

he ,.f',lAlong hypotheses will be tested:
v ‘,‘{_1

b) There is a positive and significant long-run relationship between domestic prices, the ekchange

¥

rate'and foreign prices;
ane

d) There isa short-run relationship between dortiestic mﬂatlon and forelgn inflation, changes in

exchange rate and domestic interest rate, growth rate of output and growth rate of money supply.
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REE I\fdﬁngﬁ 1997). Ubide (1 997), in explainii;g}thé behaviour of inflation in Mozambique, used a .
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monthly index of agricultural production constructed using information on agricultural prices. In

this study, we follow. the standard practice By- employing real GDP. as a.measure of real income -

(Tt

o

to estimate the-inflation model for Mozambique. In making this choice, we have-been motivated

by two factors: first, GDP.series have been the most consistently reported series in Mozambique;

second, despite the fact that alternatives like permanent income or wealth have been suggested
as the most appropriate scale variable for real iricome (see Friedman, 1956 and Laidler, 1985),.

i

no official statistics for the wealth variable exist in Mozambique. -

' M(')-nthly figures for GDP will be generated from quarterly series through linear interpolation®, The
quarterly series from annual data will be generated using the Lisman and Sandee method (see

Appendix 1).
3.5.3.dnterest Rate .

The opportunity cost variable as which appears in many studies on inflation is intended to measure
the yield on money against other assets which might be held. Ubide (1997:15) argues that “the
lack of development of financial markets in Mozambique suggest that the relevant substitution is

between goods and money, and not among different financial assets”. He used-the expected

inflation as the opportunity cost of substitution between goods and money as follows:

gt The lincar interpolation of monthly figures works as follows: x| | = 2/3 "‘yti'.l ¥ 1/3 *y b >‘;2_, =173 AN
- 1+ 2/3%E and X31 =¥ where X, (m=1,2,...12; and q=1,2.. 4) is the month m of the quarter q, and y 9 is the

quarter figures obtained in the Lisman and Sandec méthod (see appendix 1).
N ) ) 2T
sy Tt ,

36




3.6 The Time Series Properties of the Data

The recent developments in the literature suggest that in modelling an econometric time series,

it is important to first uncover the stochastic properties of the actual data set and then choose

1
either a pure VARMA or an Error Correction model based on the obtained results. In this section
i L]
we_,rewew the theoretical literature on time series characteristics of the data to assess the

ADF) and Sargan—Bhargava Durbin-Watson (SBDW) tests (see Atta et al, 1996; Adam 1992

ngalkhlde et al, 1994; Ndung’u, 1997).

The Sqré'an Bhargava DW suégested by Sargan and Bhargava (1983), is computed in the same
way as the usual DW statistic. The test, however, is based not on the residuals, but rather on the

_l*'l'- .

level,pf‘,‘e‘ach individual time series. It is given by

Undé";'.:'tjhe null hypothesis that y, is a random walk, the DW statistic calculated from a given.y, will

PR
L

approach zero as T - = If the series is non-stationary, the DW will approach zero. The test will,

however reject non-stationarity if the DW statistic is too big, that is, if it approaches 2:
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Ay, =n"y, +¢ (Pure random walk)

Where Ay, =y -y, ‘and n=p-1. The paramieter of interest in all regressions is n.'Thefefore,

testing the hypothesis p=p"=p™'=1 in (3. 15) is equivalent to testing the hypothesis m=n"=n""=0,

T S

Ly
AF
‘il
Il‘ b

sgt \;up in three ways dependmg on the alternative
A

thre”s'ls The sequential testmg technique helps to distinguish series which are trend stationary

ing both a constant and trend, because this

"nié"jéielu Ithe least restricted. Thus, starting with the general model (herein' after referred to as
R el

')iincorporating both trend and drift, we will test the null hypothesis that p=1 [i.e., that

there xs a ‘unit root and the series is not I0)]. If that is not rejected, the null hypothesis of o=

18 tested . e., that the trend is insignificant). If this is not rejected, the model without 4 tlme trend
mlg‘htabetbetter Thus the simplified (Model 2) with drift is used and the null ofp = 1'is tested.
:_:: ‘;f; thIS is not rejected, we test the nul] hyplothesis that u," = 0. If this is not reJected then

a ﬁn‘ther etmpllﬁed (Model 3) without trend or drift is used, and the null of p™ = | tested. Using
thls sequence of tests, it will be possible to determine which, if any, of the three Epossi‘ble e'mt root
WIH be appropriate (see Dolado et al 1990; Harris, 1995). However if a unit root is
reje'cted' in the general model (due to a significance of p, i.e., p<] ). there is no need to continye
testing, Failure to reject p=1 (in the appropnate mode!) indicates that y, is non-stationary and will

-l g

need to be dlﬂ'erenced at least once to render it stationary.
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3.7 Theoretical Overview of Cointegration Analysis

Evidence from'most empirical studies suggests that many econorhic time series are non-stationary
(integrated of order one or higher) . Yet, it is possible that some combinations of time series may
drift together, at least in the long-run. The intuition here is that for the two variables to form a

meamngﬁjl long-run relationship, they must share a common stochastic trend in the long -run. That

'zr.
1ay exist some linear combination ofs éhe variables that, over time, converges to an
TE

O A i

AR Lt
n:: Otherwise, they would be drlﬁmgr;}av{;ay from each other over time. Therefore, to
SOt

Our ‘objective in performing cointegration analysis is that it allows us to discriminate spurious

from"”"re‘al:‘relationship. So, by establishing that cointegration exist, “we validate the linear
regressm n, we confirm the likelihood of a long-term structure by proving the absence of spurious
MERL RS -,“-'

e

corrglq.t’i'on,” (Atta et al, 1996).:

o
Comtegratlon can be tested in two ways: the first involves testing the null hypothesis that residuals

‘.‘.

from qupte_,gration regression has a unit root against the aiternative that the residual series is

sthtié‘p’a"rj,'{;',An example of residual based test is the Engle and Granger two-step procedure;
REATAR

However, as Macdonald and Taylor (1991) in Macdonald -and Taylor (1993) have indicated,
prevmus tests of the long-run relationship between the exchange rate and the monetary variables,

wh]ch rely on the Engle-Granger (1987) two-step methodology, suffer from a number of
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The Johansen method commences from a standard vector autoregressive (VAR) of the form -

X=Xt X F p 40D+ g

where X is a Px1 vector of the I(1) variables of interest, p is a vector of constants, D is a vector

of centred seasonal dummies and €, are IN(0,A) error terms.

'
",

,,Lettmg A represent the first difference operator Johansen and Juselius (1990) suggest writing

ﬂ AX,=D\AX, + . + ]'—‘k-l.A,Xvk-l Hx,+ P_+8DI &

Li=-I+IL+. . +I (I=1,.,k1) and T =-1+1I, + . +

Equation (3.21) is a stationgry Error-first differences VAR where the term.IIx,, contains
information on the long-run (levels) relationships between the variables in the VAR, Cointegration
can be d_etected by ega;nining the II matrix. If the pxp matrix II has rank 0, then all elements of
X, have unit root and first-differencing might be recommended. If IT is of full rank p, then all
elements of X, are stationary in levels. The interesting case in this study is when O<rank(Il)=r<p.
In this case, it is said that there are cointegrating relations among the elements of X,, and (p-r)

common stochastic trends. If II has rank r<p, this implies that

where « and 3 are VxP, with § containing the V cointegrating vectors; and o-their corresponding
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3.8 Scope of Study and Data Source

The study will cover the period 1990:1-1996:12." The choice of period is based purely on the
availability of data. Monthly data about inflation in the Mozambique post-Indebendence are dated

from January 1990. Although this study focuses on a relatively short historical episode, the use

T T .

of monthly data will provide a relatively sufficient degree of freedom as well as to represent

"k

adeqUately the Mozambique inflationary proéés; at disaggregated level.

U
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International Financial Statistics database.




The reasoning here is that there is a problem of ‘spurious regression” when non-stationary series
are estimated at their levels in a stochastic equation. It follows, therefore, that knowing the order
of integration of macroeconomic vanables helps in a model specification: Based on Monte Carlos

. study, Engle and Granger (1987) recommended the ADF test. In this. study, the procedure

suggested by Dickey and Fuller (1979) and Sérgan Bharéava (1983) were used with the following .

mont y-data series:

e
Mo ambrque Consumer Prlce Index (

Tt

mted States Consumer Price Index (C'Plfj's)

ey
I“

'Real Gross Domestic Product (RGDP)

n” P

South Afrlca Relatxve Prices Index CPNsa—CPIsa*NERsa

_ .United_ States Relativg Prices Index CPNus=CPIus*NERus .
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Table 4.2: ADF for Unit Root Test on Variables - Monthly Data; 1990:1-1996:12

)

i el X et AT

Model 1 . Model3" Differences :
- 2nd-- Remark

T

W

20313 1.078 -4 T
2933 2.832%  -1415  1.869 . ' HT
-3.387  3.200%  -2.134 2252 . KT
-0.672 © :0.189  -3.295% 3.402* - 6. - R ()
22319 1976  -1.717 1932 . acn
..1307 1158 - -1274 1760 . . 5. _ T O
-1.570  1.408  -1.345 2373 5. . (1)
2311 2024 -1.696 +1.906 -5. ().
-1.590 1.465  -1.251 802% R ()
-LI181 0990  -1.567 2. . (¢))
1220 1.139 TN 2522 . 1(2)
2208 2200 282 4o . I(h
-1.580 . 1550 .-0.395&m:13 . R (¢))
-1.430 1397 438755 1 . (1)
-1.217  -0.081 794%550: . _ 10D

- - ¥ L ’ -
i e =ttty 5 Sty iy B T s P )

3 " PR g oy e ; DF sy
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B R R 1D R I KD R R R R R R RS

-3.45 279 -2.89 H-2.54

IE]

1cal values for this test were extracted from quipfs (1995) Table 4.1 p. 223

Wi

rics are in natural logs indicated by lower case letters,

In th': sfﬁdy, with a sample of 84 observations, vah—lés of T, less .than '-3.45 (i.e., more negafiv?e
than -'é;4§)"represént 'rejec:tion of the null hypotﬁesis_that p=1in favm;r of p<1 (i.e. stationarity)
at 5 'péaf;:e;f;t'cﬁtical values for DF and ADF test with trégd. Similarly; values of tp.less than -2.89
repregéq'lt_ rejection of the null hypotﬁesis that p=1 in favour of p'<,1 ét 5 percent critical values fo'r
DF and ‘_ADF test with drift, Values of t less than -1.95 represelntrejectibn of the :n‘ull hypothesis

that p=1 in favour of p< 1 at 5 percent critical values for DF and ADF without drift and time

t '}'J

trend. F iinélly, values of the SBDW less than 0.38 represent rejection of the null hypothesis than
in favour of the alternative that p=1 (1.e,, non-stationarity) at 5 percent significance level under
SBDW test.

sonse e S £ xS et s Ve S e St e o
e o g v : o) o~ A AFTY
= wSensd - L i A

ik =
g
e e

Looking at results reported in the Table 4.1 we éaﬁ note t-hat‘, while tHe SBDW test strongly

‘Tejects sfa’;ionarity for all series at the 5 percent level of significance, the null hypothesis of non-
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liner interpolation, which may account for this odd results. Atta et al (1996), used interpolated

* non-mineral GDP. for Botswana and also found this variable be'I(2).

The results are broadly consistent with the hypothesis that time series are individually I(1).

Because the data appears to be stationary in first differences, further tests were performed only

on ngdp and the I(2) assessment confirmed,

B ST gt e

i e

the main focus of our investigation in the next.
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4.3 Cointegration Analysis .

Since'ouf":da_ta proved to be non-stationary, we proceed to test for the existence of a cointegrating-

AT Lk R TR S T

- r-—-Z..:kvm'ﬁ cal x>
——

relations{ﬁip for the set of variables. Atta et al (1996:314) note that “by establishing that"

s ey

cointegrgtion exists, we validate the linear regression; we confirm the likelihood of a long-term

structural relationship by proving the absence of spurious correlation”. E urther, the cointégration-

approach allows us to specify an equation in which all terms are stationary, which allows the use

o

PR T ST

S L

of classical statistical inference and retains information about the long-run relationship between

SRR

the levels of variables, which is captured in the (stationary) cointegrating vector.

ey ine ez,

i e mab o L
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Several static cointegrating exercises were conducted on the levels of each variable in order to

Chaa e

"search for a stationary linear combination of individually non-stationary time .series. A
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The fitted residuals (¢) from the cointegrating regression in (4.1) are used to test the null

hypothesis that p=1 in the regression of the form given by

The test is that of the null hypothesis of non-cointegration. If the series are cointegrated, the

e

TR e L A

e 413 reports thé results of thé/ADF test for'cointe

e o
:percent level of significance.
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Table 4.3: Static Cointegrating Regression and Test Statistics

Regression ADF With .
R* CRDW: t&c c

TR

:
T g o ST
BT

<

o

cpl,,, With .
cpi,, 0976  0.1270 : -4.197%
CPiy 0.967  0.0913 . -3.579+
CPip 0.923  0.0400 840.  -1.935
ner,, 0.930 02030 : -3.025
ner,, 0.971  0.1200 . -3.036
ner,, 0.969  0.1470 - : -3.361*
cpn,, 0.947  0.1920 701%  -3.300%
Loepng - 0972 " 0170 904~ -2.795
cpn,, 0.967 0.1170 . -3.123
dIngdp 0.023  0.0093 . -2.635
rgdp 0.910  0.0049 B3 -3.078
ml 0.991 02760 - : -3.289%
m?2 0.989  0.2250 : -3.162
rr 0.713  0.1010
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CRDW is the Cointegrating Regresston Durbin-Watson
t & ¢ is the statistics value for ADF with constant and trend, and ¢ with constant only,




- Table 4.4: Static Cointegrating Regression and Test Statistics

.
L)

. B |

P PN . . 3 . Y
e g : se masTH

O S e .

Regression : o " ADF With
R* CRDW t&ec c

e 4t s g,
LR w:t*f -

Cpl,,, With

* cpi,, ner,, 0976 0.127 - -4.505% -4.177*

m2 rgdp 0.991 0291 -3.926  -3.885*

ner,, rgdp . . 0956 0.145 T 2976 -2.758
0.963 :

7T

"
-~
"7

k?
P,
oy

PRC. V. at (5%)

]

R : Lo . LR . .
Tﬁble 4.5: Static Cointegrating Regreslsf:bn and Test Statistics
Ty ;!1 ‘.-1_ : T '.:

" Regression. . B : ADF With
R? ' t&c c

pi,, ner,rgdp . . . 0981 . 0.139 . -4.276

‘cpi,, ner,, dlngdp 0.980. 0.191 -3.348

i hepny, ml rgdp . 0992 0346 -3.791

. = cpn, m2 rgdp 0991 0313 «  -3.871

*."cpng, ml dlngdp 0.992  0.320 -3.365
p 0.990 , 0.282

. at (5%)

oS it - el

S 0.992
f..iCply, ner, rgdpm2. . . 0.99]
“w+-:cpig, ner,, d1ngdp m2 0.991
4
' CV.at (5%)
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CRDW is the Cointegrating Regression Durbin-Watson: a/ critical value not available,
but we assume to be greater in absolute terms than that of constant only.
t & ¢ s the statistics value for ADF with ¢onstant and trend, and ¢ with constant only.

Looking at the cointegrating regression, the high R? value for these re ression suggests that there
8 gr g _ g g8

}

§:  is a little-evidence of bias. A high R* is necessary though not sufficient to ensure low biases.




The Johansen test involves testing the rank (r) of-m. The rank of 7 gives the number of r

independent cointegrating vectors and the maximum and trace eigenvalue statistics are used to*

- determine the rank,

However, in order to implement this procedure, a lag length'(k) must be ¢hosen. To address this

issue equation (4.5) consisting of the following variables (cpi,,, cpi, ner,,, m,, rgdp and rr) was

the og,,, 1kellhood function given under the column headed LL increase with k.
ﬁr {4

v
ct the order 3 and 1 respectively. Thornton and Batten (1985) argue that; although the SBC
":'\l - .

‘1.,._.,‘.:,. ﬁ,,' N

on average selects the correct lag asymptotically. and, hence is asymptotically efficient, their

expenence indicate that it tends to sélect lags that are too short in finite samples. Given that, we

choose the VAR(3) model as suggested by AIC.

Once a tentatlve lag has been determmed the residuals from the chosen VAR were then checked
to conﬁrm that k=3 is accepted in terms of remdual whiteness. Serial correlanon tests were carried
out q_s;:pg k=3 in each equation of the levels VAR and again using the sample perlod 1990:1-

1996:"1.2-, standard test statistics were applied to the residuals from these regression. Both

Lag;a;lge Multiplier and F-version of the L'agrangl: Multiplier tests for serial correlation fesults

are also reported in Table 4.6 below. Since none of the statistics is significant at 5 percent level,

the hypothesis of no-autocorrelation cannot be rejected. Thus our choice of k=3 is confirmed.




By imposing restriction on the cointegrating vector (-1,1,1) we tested for conﬁplete PPP that the

coetfictents on South African prices and Mt/Rand exchange rate are equal to 1”. This lest_'I’dllows

H .
a x* distribution with k degrees of freedom, (k being the number of restrictions). The LR test of

this restriction yielded a 2., = 8.5845[.014] which is marginally greater than the critical value

at 5 percent level, and thus the restriction was rejected (although it should be noted that it would

itk e : : . R
0:72). We should note, however, that Ubide’s’s*study employed agricultural index as a proxy of

real income instead of real GDP and the expected inflation in place of the domestic interest rate.
4 1

The Iag length used by Ubide also differs from those used in this study.

Note ‘that although the-cpi,,, m2 and rgdp have the expected sign, indicating fHa’E the South

’

+

African prices and domestic money are positively and real GDP inversely associated with domestic

prices in the long-run, the coefficient of exchange rate being negative, cannot be easily explained.

Barungl (1997), in her 'survéy on exchange rate policy and inflation in Uganda, found that the real

1

eﬁcll'ange rate devaluation was negatively related to inflation. She concluded that this may be due

to the fact that a significant volume of imports was financed through import support grants. This

may offset the inflationary impact of real devaluation. In Mozambique, about 70 percent of

7 Purchasing-power parity (PPP) is a simple relationship linking national price levels and exchange rates, In
its simplest form, PPP asserts that the rate of currency depreciation is approximately equal to the difference between
the domestic and foreign inflation rates. ‘

. L ) . [
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is found in Udide (1997) study. He argues that the existence of a cointegrating relationship
including money implies a failure of the purchasing power parity hypothesis to hold-in the long-
fun. We can infer that this is because under floating exchange rate regime, the exchange rate

adjusts to the money stock.

ight of these results we tested for cointegration among the vector of varables excluding

ner,ﬁ;ﬂt ﬁdq,rgdp as suggested by our test results above The results.reported in-Table 4.9 are

“{‘\g? '{,L s
ik '.‘l; <']I;
3?{?3 3}%5 \. 'b A
3 ) *f’ -
urﬁim.\:?.
l"\ -! s

aximum eigenvalue StatlStIC results are less than the 5 perqent‘critical values. The

r"

Statistic  95% c.v Stat_lstlc, 95% c.v.

r=1 34.1699 21.12 44,9909 . 31.540 .
=2 3.7600 14.88 11.400 17.860 .
=3 © 1.8450 8.07 0.121 = 8.070

Eigenvalues by order are: 0.34417, 0.10489; 0.022521

. "

Table 4'10 presents formally the restricted Iong run information to-be included in" our

. -'.I- .,

overparameterized ADL, as well as their- weights, or-error correction coefficients. "Each

eigenvector represents a stationary linear combination of the I(1) variables such'that,

p mz 1 9]49cp1 - 0 53537m2 = ecm, ~ I(O)
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In the n variable case in which /'ii'j(L) represents the coefficient of lagged values of variable j on
variable 1, variable j does not Granger-cause variable 1, if ‘all coefficients of the polynomial Ay(L)

can be set equal to zero. Here, three outcomes are possible: (i) one variable Granger-causes

another (unidirectional causality); (ii} both variables Granger-cause each other (i.e., there is a

feedback between them) and, (iii} the variables do not predict each other (no Granger-causality).

'm‘% i, .
hx study, these tests were carried out in first; dlﬁ'erence among variables in the comtegratmg

o
-;Vsa;}‘m
;hJs is because, as pointed out by Pesaran &*Pesaran (1997: 131), “Granger non- causallty
: _M

""'-"Tab'le 4.11: Granger-Causality Test
2 G Caused by = Acpi,, Acpi,, Aner,, Am2

Acpl 0.0 - 7.9513(.014] | 6.6974[.082] 17.061[001]-
Acpis; 4.4378[.218] 0.0 8.5283[.202] -
Aner,, . 13.6929[.033] | 15.928[.014] 0.0 11.6184[.028]
Am2 ' . 10.366[.016] { 2.6007[.457] 0.0

.'\‘

The results appears to be consistent with the causality postulated by the monetary theory of
inflation since the null hypothesis that money growth does not Granger-cause inflation is rejected

at"Spercent-level. The LR test also indicates that-inflation is caused by South African prices and
: ; -
. ‘ ,
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coefficient reported in Table 4.10. However, although this study contains 84 observations, this
sample is relatively short so that, as pointed by Adam (1992), “it is characteristic of high
frequency data estimated over short period, to Be subject-to a low signal-to-noise ratio, thus
requiring careful interpretation of the statistics”. Tile .results show thai the long;run price equation
has money elasticity. equal to 0.53537 while the South Affican price elasticity is of about 1.915.

- e .
20 '}= ‘ g'ggb :the o vectors, which indicate the rate of feedback of deviations from the long-run

B Cal &
ngg}ge,:}anonshlp to the dynamic behaviour of th

il ‘
l " L'N;&%:fqﬂ! K

WY

tleieﬁ'ec ‘of the cointegrating vector 15 through.

In ééhéi‘hl;"fhe-long-run cointegrating vector is consistent with the data and provides the basis for

a coherent economiic interpretation of the underlying relationships determining the inflation

process: Thus we can proceed-to an Error Correction speciﬁcatian which is the subject of the

. i
next section.

-k,

P

4.6 ADL and Error Correction Model

.'l.‘

Havmg conﬁrmed that ‘cointegration exists, the residuals from the comtegratmg regressmn can

now: be used as the Error Correction variable in a dynamxc Error Correction Model The error

S

correction term captures the adjustment towards the long-run equilibrium, On the hasis nf the

pre\ffouq analysis we follow a general-to-speciﬁc:modeHing zipprbéch and estimate a geﬁerai

dyn‘amic error correction model. This takes the form of an Aut'oreg‘res“sive Dist‘ributed Lag-Error
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4.7 An&fysis of Estimation Results

The results of estimating the general model are presented in Appendix 2 and although they
indicate an insignificant error correction term (ecm, ), the coefficient is negative as expected?,
reflecting at feast some long-run liner relationship between Mozambique prices and both money

and South Afiican prices. We proceed to reduce this model and the process of reduction has

resulted in a series of parsimonious models which-uniformly have increased efficiency over their

r
™

VCthlS final model are-riot reported here. TH results from estimating the parsimbnious model

sp@ﬁbg;the period from 1990:1-1996:12 areirgbianed in the Table 4.12 below.

® The coefficient of Error Correction is expected to be negative. A positive value of Error Correction
cocfiicient implies that the dependent variable is above its long run equilibrium, and will tend to reduce the
change in dependent variable next period. In long run equilibrium, when all of the first differenced series in
 the inibdel have settled down to their steady-state valuss, the cointegrating refationship is recovered (subject
to a constant intercept) as the steady-state solution. '
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The results indicate that in the short-run, the Moiambiqﬁe in‘ﬂatioﬁ is explained by lagged value
of foreign inflation, lagged values of exchange rate i_no'vefn‘énts, lagged‘naoney supply growth and

growth of real GDP both contemporaneously and after 6 months lag period. .

Comparing the general and the parsimonious model, it is clear that the process of simplification

has tr

é’nsformed the general model t a more interpretable specification of inflation function. Of
raei) Lh T . .

s
4

In ac!cjitj?;h to the error correction term, the estimated parameters of the short-run dynamic ‘:_ﬁo:del
indic:@te-tljat the supply side is the strongeét force behind the Mozambique’s inflationary process

as sh"cg;.‘a} fi.by the positive coefficient of inflation of the Mozambique’s major trade partner.

E

' - ) ! ’ ' - - . . . . .
The "monetary pressures are the next strongest force behind the Mozambique’s .inflation.

[

. e

Alth"dii‘gh;‘,'; ‘it has no contemporaneous effect, it has an important effect after 6 months so that,

Moza;r_ibique prices.

o~

The exchange rate devaluations appear to have some short-run effect on inflation. Both the

Metical/Rand and Metical/Escudo exchange rate devaluations have a short-run effect with lag

.70




In general, most of variables have the correct sign and are statistically significant at 5 percent level*
and the F-statistics clearly reject the null hypothesis that all coefficients are jointly equal to zero.
The statistical characteristics of our short-run-dynamic equation are not significant at the 5 percent

¢

level of significance. Starting with the Autoregressive for the residual autocorrelation (AR), the

-
PIeva

null hypothesis that the error exhibit no significant ﬁrst or higher-order autocorrelation cannot be

AT i ¥ i ' .’
o e s

i

1
i)

cointég'r'zifibl{ and error correction approach. First, we argued that cointegration analysis allows
e {
l

A
us to specnfy an equation in which all terms are stationary, which allows the use of classical

T

B S KA

between.the level of the variables, which is captured in the (stationary) cointegrating véctor:

P
.

the pééaérfiége of disequilibrium that is fed back each month into the current price change. The

results suggest that there is almost twice as strong and faster as the adjustment speed per period

implied by similar studies in Mozambique. For example, Ubide’s (1997) studies found the spéed

of adJustment to be of about 6 percent per perlod In our case, about 15 percent of previous

dlsequ1hbnum from the long-run, is corrected each month in the short-run. Recalling that our
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They indicate that about 16 percent of changes in exchange rate against US dollar-and 14 percent

of Portuga] escudo feed into domiestic inflation in a relatively short period of three and five -

months respectively after devaluation.

The wider negative net effect of real income is consistent with the theory. This indicates that in

response of a 1 per cent increase in real GDP, ceteris paribus, leads to a 0.74 percent fall in the -

r - . ::‘\;
th exert upward pressure on inflation

iy
r

H

The two seasonal dummies found to be significant are not surprlsmg gwen the structure of

we:ghts in  the CPI basket (recall that foodstuffs account of about 73 percent of which 22 percent -

W
i

are represented by fruits and vegetables vthh‘are characterised by strong seasonality).~

X

According to the Bank of Mozambique 1996 report, the increase in prices in 1996, liad been
stronger in the first quarter, resulting in a pick of 21 4 eerceni in Mareh which is reported as the
highest 'figlgure in the year. However, from April onwards, cumulative inflation decelerated
progressively, culminating at 12.7 percent in A{lgust..

$ ’nw ;

The observed deceieratzon of inflation dunng the second and third quarter is, among other factor,

dueto(a)a sharp 1mprovement in the supply of cereals and vegetables as a result of an  xcellerit

crop, (b) an ‘excellent reduction of custom duties for some‘products with high weights in the CPI
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- CHAPTER YV

CONCLUSIONS AND POLICY IMPLICATIONS

5.1 Conclusion

.z‘lfé J
o
is techmque ensures that regression analysxs is only performed on variables with long-

.‘E;rtatlonary data Given that, our 1nvestlgat10n was conducted in three stages: firstly, we tested

Jelgsrnts




The results also suggest that, while the explicit link between inflation and money.supply growth
professed by the monetary theory of inflation is fiot refuted in this study, our finding strongly
suggests that factors other than money expansion, have played animportant role in determining
the course of inflation in both short-run and long-run, in Mozambique. Among these factor
include exchange rate depreciation, foreign inﬂatipn, and real income constraints (proxing for

growth of real GDP). Quantitatively, about 136 percent of changes in the prices of imports from

in grruﬁcant at the conventional levels. These "resuIts are not surprising ‘given the small role US
%3 7!} '

ba‘s.]f.etrr,st'eompnsed by foodstufts, beverage and .tobacco locally produced and/or imported from

i
South’Africa. With respect to domestic variables, the results-indicate that monetary expansion,”

exchange rate depreciation and a slump in production, are responsables to-a large extent for the

inflationary process in Mozambique. .*
PN

exchange rate is not.surprising. In a situation of a floating exchange rate, exchange rate has no

ﬂg;-,.

mdependent influence on prices. Instead, the factor which drives the exchange rate (i.e.; money

supply) is also the main influence on prices. This is consistent with the conventional small-open-

Ao

economy model with an exogenous money supply and endogenous exchange rate.

.
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The control of money expansion ¢an be used as.anmimportant tool of mitigating domestic inflation ~ - -
. L ) 4'

and to help to stabilize the Metical (recall that the GNC test found nominal exchange rate to'be
caused by money). The causality cc;ming ﬁc;m-Sopth African prices to money found in this study, - - -
has also some policy implications. As poignted l;)y'Ubide (1997:29) “this reflect the mounting of -
inflows of capital from South Aﬂ.’ica into Mozarnbique during 1996 as'a result of the decrease of

the inflation differential between the two countries”. Thus, it is a matter of concern for the
| \

monetary authorities given its potential inflationary implications,

Angt.hgr,.policy implication that this study does not address is whether a devaluation succeed in -

alteriln'glll'r‘elativé prices in the economy. The devaluatioﬁ-hés- been under’te}zk’er; during'periods of- -
, i ;

continuous inflation (more than 50 percent per year), which could underminéﬁ authorities’s intent -

to depreciate the currency in real terms. For real excharige rate, the change-in nominal exchahge 3

must be greater than-the price inﬂationaryldiffemr:tial between the domestic and trading partnefs

for a real depreciation to obtain. Thus, given the lpountain of inflows of capital from South Africa

into Mozambique, which had prevailed during 1996, we can ‘infer that at minimum, an‘official

devaluation does depreciate the real exchange rate. -
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Step 3

The quarterly figures for the year which is in the middle position of the vector X, is calculated by

premultiplying X, by the Lisman and Sandee interpolation matrix (L) given below
k]

&

0.291 0.793 -0.084
-0.041 1.207 -0.166 .
-0.166 1.207 -0.041 ... .
-0.084 0.793 0291

0291 0993 -0.084 x,
-0.041 1207 0.166 x,
-0.166 -0.041 x,,
-0.084 0.793 0.291

Qua'r't:erly figures generated by the Lisman.and Sandee method has the advantage of adding up to

the annual totals, but it has the disadvantage of arbitraﬁly imposing restrictions on L matrix which

results in the loss of seasonal information in the data.
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Appendix 3: Data Bank

Pate CPlinz CPlsa CPlus CPlpo NERus NERsa NERpo Ml M2 NGDP RGDP

/90 12050 9499 97.5] 94.04  847.62 33168 568 37461 391.10 28505 11391 1200,
200 13080 9539 97.97 09620  851.66 33475 577 384.07 40059 289.82 11369 1200
390 13760 9559  98.50 96.77  898.85 343.87 597 39353 41098 294.58 11347 1400
4/90 13860 9720 9865 9795  923.96 347:97 6.18 40271 42070 29941 11343 1400
5/90 133.80 99.19 98.38 99.01 92727 35066 631 411.89 43041 30425 113.38 14.00
6M0  131.00 9949 9942 9931 94863 35604 641 421.08 440.13 309.08 11334 14.00
7/90 12830 9999  99.80 10003 950.18 361.65 6.60 43303 45307 320.16 113.62 1400
800 12720 101.19 10072 - 101.29 93056 361.52 671 44499 466.02° 33124 113.90 14.00
9/90 130,80 102.69 101.56 10242 94703 36869 G682 45694 47896 34232 114.18 14.00
10/90 13490 102.89 -102.17 103.56 © 929.62 36542 692 46989 .493.44 - 35979 114.79 14.00
11/90 -+ 139.60 10529 102.40 10428 96832 688.17 7.41 43284 50792 37725 11540 28.00
12/90  147.10 10599 10240 10512 102497 72727 775 495.79.52240 39472 11601 28.00
107.79  103.02 10667 103294 73834 768 49743 52649 40959 11681 28.00
158.80 10849 103.17 108.57 1024.80 75147 7.86 499.07 530.58 424.47 117.61 28.00
6:80,. 108.99 103.32 109.12  1088.51 73395 781 50072 53467 43934 11841 2800

1-76' -:10949 103 .48 109.79  1266.19 :69693_- 857 52623 56198 45191 119.07+:28.00
103.78 110.68 140829 681”4_7 9.42 55174 58929° 464.49 11974 28.00

104.09 11135  1506.80 '66770 9.64 57726 61660 477.06. 12040 2800

104.24 111.91  1513.97 66663 980 576.17 61740 49563 120.60 28.00

104.55 112.69  1504.33 57020 10,06 575.08 61819 314.19 120.80 28.00

105.01 11291 154716 684.77 10.61 57399 61898 53276 121.00 28.00

11559 105.16 113.58 179616 708.02 1235 60274 64897 -557.55 120.73 33.00

0-_11609 105.47 114.13  1768.56 725.18 12.50 63150 67896 58235 12046 33.00

11679 105.54 114.80 175590 73348 1261 66026 70896 "607.14 120.19 33.00

105.70 11580 187631 730.76 13.73 686.09 73694 -556.75 11925 33.00

| ' 11769 10608 (1725 191130 73135 1371 71193 76493 .506.35 11831 33.00

11879 10661 11837 201152 73300 1406 73777 79291 45596 117.37 33.00

1125380 . 119.99 10677 12026 229402 784.23 1629 780.92 84180 43519 116.64 39.00
5/92 . 259! iO- 121.19 106.92 12148 2343.12 822,53 1736 824.07 890.68 41443 11591 39.00
6/92 - 25350 12269 10730 121.03  2462.12 86424 1882 86722 93957 393.66 115.18°39.00
7492 14261.50 12339 107.53 12249 274597 99695 2176 88126 960.17 429.09 116.09 '39.00
8/92 1 7251.00 12449 107.84 123.04  2921.13 1057.05 23.34 89530 980.76 464.53.116.99 39.00
9192 25360 12489 108.14 123.15  2862.00 102274 2248 90935 100136 49996 117.90.39.00
10/92 7269.60 12569 108.53 12349 288262 1001.66 21.81 947,52 1043.99 592.05 12045 39.00
11/92 '+291.40 125.59 10848 123.93 294024 98154 2078 985.69 1086.62 684.14 123.00 4300
12/92 30730 12639  108.60 124.49. 294825 97829 20.76 1023.86 112924 776.23 125.55143.00
1/93 . 32510 12699 109,14 12560 295830 964.44 2033 1064.25. 1180.53 893.54 128.54 143.00
2/93 132890 12829 109.52 12661 2972.64 95196 19.86 1104.64 1231.81 1010.85 131.54 43.00
3/93::343:30 12899 109.91 12705 299981 943.82 1971 1145.03 1283.09 1128.16 134.53 43.00
4/93°7348.70 12999 110.21 12772 303825 95935 20.53 -1191.80-1343.73 117131 .14020 43.00 .
5193 »357.20 12999 110.36 12839  3110.15 97929 20.48 1293.18 145690 1214.45 14586 45.00
6/937-355.60 13039 110.52 128.72  3399.55 1048.58 21.61 132562 150423 1257.60 151.53 45.00
7/93 "361.20 13149 110.52 12961 .3692.04 110232 2207 140025 1587.62 1315.07 14943  45.00
8/937'359.60 132.09 110.82 130.17  4108.80 1221.18 23.69 145540 164516 1372.55 147.34 45.00
9/93i_ 384.50 13229 111.05 130.50  4610.65 1352.54 27.72 1559.12 1763.86 1430.02 14524 4500
10/93.7.390.90 132.69 11151 131.28 500935 1476.50 2958 1665.01 188574 1502.56 14540 43.00
l1!93"|40440 13369 111.59 132,17 522138 1551.64 30.01 178249 200641 1575.09 14555 43.00
12/9377441 .40 13449  111.59 132,51 5369.92 155034 30.75 1795.81 2018.65 1647.63 14571 43.00
1194’\443"40 13589 111.89 133.51 543737 159471 3087 1842.12 2075.56 1709.99 14598 43.00 -
137.59  112.28 13429  5509.15 1596.99 3140 198279 2219.09 177235 146.26 43.00

J,: 13809 112.66 134,62 561536 162523 32.25 2033.58 2279.86" 1834.71 -146.53 43.00
41941 55260 13899 112.81 13540 572323 1596.15 32.99 210491 235243 189225 147.25 43.00
5/94 55590 14039 112.89 13574  5785.62 159271 33.80 2228.19 247098 1949.80. 147.97 43.00
6/94 ; 567.80 141.69 113.27 135.96 591686 1630.11 35.14 233271 2594.35 2007.34 14869 55.00
7/94: 595.10 14359 11358  136.18 613820 1673.56 38.03 2338.18 2604.64 2087.75 149.09 55.00
8/94 63930 14549 114.04 136.40 629697 1750.17 39.40 2467.86 274023 2168.15 149.49 '55.00
. 9/94 763940 14579 ' 11434 136.63 6397.00 1798.84 4047 225537 282573 2248.56 14989 55.00
10/94 ™ 65730 14662 11442 13718 6473.01 1818.15 41.69 2759.18 3031.89 2352.87 14991 55.00
' 11194-. 67770 14741 11457 13741 655229 1859.06 41.66 2861.80 3144.00 2457.17 14993 55.00
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